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Abstract: A particular characteristic of disruptive products is in reengineering advanced technologies
for addressing the needs of low-end consumers and/or non-consumers, to transform them into new
consumers. This requires a lean co-creative analysis of requirements with all stakeholders involved.
Even if a theory encourages the continuous connection of designers and users throughout the design
lifecycle for agile adaptation of requirements to the new experiences of users by intersecting them with
various versions of the prototype, the rigid budget and time allocated to the design project require
novel approaches to clarify the right vectors of product-evolution from the very early design stages of
the project lifecycle—allowing agile approaches to fine-tune the set of requirements. In this context,
an analysis process of requirements that uses a constructor inspired by living systems is introduced
in this paper. This constructor identifies gaps in requirement formulation and indicates areas where
improvements must be undertaken. The method is applied in the case of a new cybersecurity software
solution that targets micro and small companies.

Keywords: requirements analysis; product planning; disruptive engineering; disruptive product;
living system framework

1. Introduction

Research on product requirements goes back more than 70 years [1]. Nowadays we
can count a significant number of contributions in this area. For example, concerning
requirements analysis, there are almost 160,000 papers indexed in Clarivate Analytics from
over the last 10 years. This is a strong indicator of the importance of a good and comprehen-
sive definition of product requirements to develop a competitive solution. Competitiveness
strongly depends on fulfilling customers’ and users’ requirements and expectations, but
this is mostly related to one projection of the problem; that is, the one dealing with the
adoption of a product. There are also projections connected to other stakeholders, such as
producers, strategic partners, shareholders, etc. [2]. This reveals a complicated and complex
landscape the definition and analysis of requirements. Complicatedness occurs because of
many players that are involved, as well as from the large number of angles from which
the product must be analyzed [3]. For example, there are different types of requirements—
some of them are related to functionalities, some others with usability, and some others
are focused on quality performance, etc. [4]. Complexity is mainly generated by conflicts
that occur between different requirements [5]. For example, there are negative correlations
between low product costs and high-quality performance. When the product is designed
with a lifecycle perspective in mind, engineers face a large set of target-functions [6,7].
Things become even more challenging when engineers have to design innovative prod-
ucts, with little to no discussion of the current products. In such cases, all categories of
stakeholders have difficulties in articulating the proper set of requirements—especially
the end-users [8–10]. In these situations, it is also very difficult, if not impossible, to prove
that the set of requirements is formulated properly and comprehensively. This is the main
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reason for which agile approaches for product development have gained interest in the last
10–15 years [11–13]. These approaches, such as agile/SCRUM [14], spiral [15], and lean [16],
consider that developers and end-users (as well as other categories of stakeholders) must
work together, in sessions of gradual iterations, to formulate and discover what they really
want from the new product by combining creativity and background experience with
foreground experience over the journey of iterative prototyping of the new product [17–19].
There are some premises necessary to make these approaches effective, too. One of the
necessary conditions is to have sufficient time and budget to ensure a multi-faceted ex-
ploration of the innovation. Another condition is to have cooperative end-users, properly
selected and representative in terms of critical mass. But concerning agile methodologies
for requirements definition and analysis, one crucial condition is to relate with end-users
that have background experience in the field. This means that agile methodologies can
be effective if the new product addresses high-end consumers, because this category of
consumers is capable of articulating requirements and expectations about future products
with concern to their past and present experiences with former products in the same family,
as well as with concern to the vision they can see for the new product.

Nowadays, a special category of consumers is coming to the attention of producers.
This category is that of non-consumers. Concerning this category, producers are interested
in designing and launching so-called “disruptive innovative products” [20]. Disruptive
products, which can be better coined disruptive product-service systems [21], or disrup-
tive solutions, address special niches in the market that have the potential to transform
non-consumers into low-end consumers. These market segments have very little to no
experience with products from the family of products that the innovation intends to target.
It is challenging to define requirements with these end-users because they cannot articulate
what the product must fulfill and how to fulfill it. In such cases, end-users must first be
educated to understand the value of the new product for them and to formulate the proper
product vision in this respect. Requirements are mostly generated by experts indirectly, by
extracting observations about end-users’ behavior in simulated environments and created
contexts (e.g., Go-to-Gemba [22], contextual inquiry [23], job-to-be-done [24], one-to-one
interviews [25], persona analysis [26], user journey [27]). However, even these methods are
not strong enough to elaborate a valid (i.e., complete and consistent) set of requirements in
the early stages of the new product development process because they miss the context for
measuring potential gaps.

In this problem-space, the research question that the present paper intends to address
is “How can we establish if a complete and consistent set of requirements is in place such
that we can move forward with the new product development; thus, being confident
that agile or similar approaches will work well, even for disruptive products that target
non-consumers?”. Confidence is reached when we need agile methodologies only for
fine-tuning of the solution, based on the feedback received from the end-users as a result
of their interactions with various types and levels of prototypes. Valid requirements
enable the extraction and use of the proper set of design approaches (or design processes).
These further enable the generation of appropriate outputs (the set of reliable solutions).
Validity refers to consistency and completeness concerning the “real world” (i.e., the world
projected from the eyes of the end-users, harmonized with their cultural background).
Incompleteness occurs when some critical requirements are missing from the list, leaving
engineers to make design choices that are not aligned with the end-user expectations [28].
Completeness has both an internal and external dimension; internal completeness refers to
the closeness of a requirement specification to the statements and inferences that can be
made exclusively based on that specification. External completeness refers to the inclusion
of all pertinent information within the requirement’s specification.

Consistency (or inconsistency) is in strong correlation with the methods and method-
ologies that are used in the requirements analysis process. Inconsistency is also caused
by requirements that conflict with each other or conflict with the new product policy [28].
For avoiding the formulation of inconsistent requirements (often called “useless require-
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ments”), appropriate tools must be applied for requirement analysis. A requirement is
consistent when it comprises clear answers to the following questions: (a) What is the
significance of the judged requirement? (b) What is the measuring unit and on which scale
is it measured? (c) How will the measurement process be performed to receive trustworthy
information? (d) What is the ultimate goal in terms of requirement fulfilment? (e) What
must be the minimum level of achievement? (f) To what extent is it going to be achieved
within a well-defined time (nominal value and tolerance)? (g) How is the information
about evolution to be recorded? (h) What is the level of achievement in other comparable
systems and why?

It is thus the purpose of this paper to investigate former research contributions in
handling the challenge of defining complete and consistent requirements in the early
development stage of disruptive products. Based on the identified gaps from the literature
review, this paper continues with a proposal for robustly tackling this problem.

In this respect, the next section of the paper provides a synthesis of previous research
for the purpose mentioned above. This investigation is not limited to methods strictly
dedicated to a certain category of products (or product-service systems), because the goal
is to formulate a new contribution that has a high degree of universality, being applicable
for any type of product (e.g., mechanical, electrical, software, mechatronic, or even pure
services or product-service systems).

2. Related Work

To analyze current research about methods for requirements analysis, we have in-
vestigated papers published in the databases of Clarivate Analytics and SCOPUS. The
combination of words “requirements analysis [in the topic]” AND “ product [in the title]”
AND “method [in the title]” listed 89 papers in Clarivate Analytics. With the support of
VOSviewer [29], connections between the most representative concepts and issues included
in these papers have been analyzed. They show that “uncertainty” is mostly connected to
“(customer/product) requirements” and the “way” they are approached, whereas “tech-
niques” influence “quality requirements” and “impact”, and they depend on “product
line”. “Customer” connects “techniques” and “uncertainty”. The bulk of aspects treated in
the selected papers is on planning, assessment, functionality, and innovation—this was
also revealed by VOSviewer. A detailed look within the content of the selected papers
reveals that the major focus of the proposed methods is not on analyzing the completeness
and consistency of requirements, but rather on how to use them to better apply results to
new product designs.

Searches were reconsidered, with a focus on “requirement consistency [in the title]”,
combined with “requirement analysis [in the topic]”. Clarivate Analytics and SCOPUS
reported 14 papers, but only 10 of them were related to product design. An important
remark is that most of the papers dealing with quality analysis of requirements are older
than 10 years. This might be connected with the fact that in the last decade, agile methods
and methodologies have gained more attention. However, new contexts can change the
game, as is the case with disruptive innovations that target non-consumers, where new
methods must be added to enhance the modern practices promoted by agile methodolo-
gies [30]. Searches on “requirement completeness [in the title]” from Clarivate Analytics
and SCOPUS returned 21 titles, of which 6 papers were focused on methods for assessing
the completeness of requirements.

The conclusion is that only very little research has focused on analyzing the consis-
tency and completeness of requirements. Another remark is that the majority of research
is focused on software products. Software products are much more complex than other
products from the perspective of requirement definition, because of their invisibility (in-
tangibility), complexity, and intensity of effort [30]. Requirement analysis in terms of
completeness and consistency is an essential aspect in product innovation—this is either
done in the early stages or in any other subsequent stages of product development, and it
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is independent of the types of methodologies and tools used to collect requirements from
stakeholders. Table 1 illustrates the main findings from the literature review.

Table 1. A synthetic view of related work.

Developments and Benefits Limitations Reference

Software tool for conditional requirements and business rule syntax,
user-defined glossaries for parsing documents, parsing and extracting structured
content, finding the use of problematic phrases, requirements dependency
analysis, identifying systems that interact each other and missing non-functional
requirements.

Requirements are analyzed in the form of a pseudo-code and
high-level language, which represents a barrier to working in a
friendly way with end-users (especially in the case of disruptive
innovations where we need to work with low-end consumers).

[30]

Method that considers domain models and domain documentation to capture
requirements. This involves experts to formulate domain concepts.

It focuses only on external completeness, focuses only on
functional requirements, counts a lot on subject-matter experts. [31]

Software tool to test and debug formal requirements using property-based
design flow and simulation of realizable formal specifications (game-based
debugging approach for specification).

It requires expertise to formalize requirements. Hard to follow
in interactions with end-users. [32]

Method that employs a combination of topic analysis, persona, and scenario
approaches to define requirements in relation to multiple actors.

It does not analyze completeness and consistency of
requirements. [33]

Method to formalize requirements based on AUTOSAR standards applied in the
automotive industry. It provides a translation of requirements into logical
constraints which enable the use of specific solvers to analyze the consistency of
requirements.

Difficult to transfer the method to disruptive products that
address low-end consumers, in the sense of using the method in
the co-creation process. It also does not provide a framework for
completeness analysis of requirements.

[34]

Approach that uses a low-level functional formalism to simplify the analysis
process. It breaks down the specification into smaller, analyzable parts and then
uses functional composition rules to ensure that verified properties hold for the
entire specification.

It requires a very good understanding of the application domain
and applies for well-established products. It is not effective in
the case of exploring new products and for interviewers that
have little or no understanding of the application domain.

[35]

Technique for automated consistency analysis of requirements that are
formalized based on patterns. It reduces the analysis time of consistency.

It can be applied only to requirements that are already
formalized. There is no link with analysis of completeness.
Difficult to apply the Satisfiability Modulo Theory solvers of this
method with the end-users from the category envisaged by
disruptive products dedicated to low end-consumers.

[36]

A methodology that analyzes requirement consistency based on semantics,
using UML formats.

It can work well with experts in UML but not with outsiders,
such as end-users with no previous expertise and experience in
the application domain.

[37]

A technique for automatic analysis of consistency between software
requirements and detailed designs, achieved at the expense of using imprecise
data-flow analysis techniques. It is based on a language for specifying detailed
designs, an analysis technique to create a model of a design through data-flow
analysis of the language constructs, and a method to automatically generate and
check properties derived from requirements to ensure a design’s consistency
with them.

Can be useful outside the co-creation exercises run together with
end-users. It can improve the consistency analysis only after the
process of completeness analysis of requirements. It is difficult
to use in agile approaches, especially where more stakeholders
are involved.

[38]

A method for business modeling and elicitation of functional requirements
specification. The main advantage of this method is information requirement
specification adequacy as a natural way of analyzing user needs. This method is
based on requirement specification, in terms of outcomes, data resources and
processes.

Limited to functional requirements. End-users must have
background experience in the application domain. [39]

A framework that correlates the partial models with the requirement levels to
increase consistency between requirements, functions, and system elements. A
benefit emerging with this is the advantageous traceability of requirements.

It does not cover all dimensions of consistency and there is no
connection with completeness analysis. [40]

A reverse engineered meta-requirement algorithm to reverse the
meta-requirements of a set of user requirements.

Limited to completeness analysis. It requires high levels of
expertise in formalizing requirements, and comparisons with
other reference systems.

[41]

A technique for generating a set of obstacle conditions guaranteed to be
complete and consistent with respect to the known domain properties. The
approach relies on a novel combination of model checking and learning
technologies. Obstacles are iteratively learned from counterexamples and
witness traces produced by model checking against a goal and converted into
positive and negative examples, respectively.

The use of learning technologies at the interface by end-users
with no previous experience in the application domain
represents a barrier to applying this technique in the case of
low-end consumer-related disruptive products.

[42]

A method for evaluation of the quality of functional requirements specifications,
focusing on completeness and granularity. It relies on the definition of metrics
that allow measuring certain aspects of requirement model quality.

Too difficult to be used in conjunction with non-experienced
end-users, in a language that is understandable by this category
of actors.

[43]

A tool that identifies user-related information items from reviews published or
clicked on by a user and develops assessment models to assess the completeness
of reviews based on the identified information items, and finally, ranking
reviews according to the requirements for information completeness.

It works well only at a later stage of analysis, not in the early
stages of product development when the goal is to identify
requirements in relation to end-users that have never had
previous experience in the application domain.

[44]

A technique to verify the completeness of functional requirements by enhancing
the set of criteria with inputs from OTSM-TRIZ [45] concepts and tools.

It applies well for functional requirements on the set of
requirements already defined. In some cases, non-functional
requirements, and categories of requirements other than
functional ones are more critical for product success (e.g., in the
case of disruptive products for low-end consumers, functional
requirements are usually not generated in sessions with
end-users, the focus being on understanding the value
proposition for this category of consumers).

[46]

A goal-oriented requirements engineering tool that can model varied
requirements for solutions. Different stakeholders within an enterprise may use
partial or even completely non-intersecting vocabulary sets. It heavily counts on
ontologies.

Less friendly in agile methodologies, where co-creation is
involved from the early stages, and where conclusions in the
early stages are crucial for product strategy formulation when
time and budgets are fixed.

[47]

A framework rather than a method for putting together all people, processes,
and the lifecycle perspective to analyze completeness of requirements. Dedicated to well-known products in incremental innovations. [48]

An ontology-based approach that uses Protégé software to validate
completeness and consistency of requirements. It necessitates expert skills.

Very little applicable in relation to end-users with no
background in the application domain and with no technical
expertise.

[49]
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Consistency and completeness of requirements are important aspects in the develop-
ment of successful products. The ability to obtain high-quality requirement specifications
from early stages of development projects generates significant benefits in terms of time
and costs until a product is ready for launching on the market. Various methods have been
proposed to tackle these issues, as is indicated in Table 1. However, several facets must be
clarified for adopting a certain method or tool for analyzing the quality of requirements.
One facet relates to the point in development at which this activity is performed. Usually,
this analysis is done once the requirements collection is complete. However, there might be
cases when this analysis must be done concurrently (simultaneously) with the generation of
requirements (e.g., time-boxing development). Another facet refers to the category of actors
involved in the process of requirements formulation. Some situations address completely
new products (with no comparable reference to the market), as well as disruptive products
that target market segments with no previous interaction with such products (e.g., selling a
cybersecurity toolbox to a small boutique). For such cases, the involvement of end-users
in the co-generation process of requirements is very challenging, not only because of a
lack of previous experience but also because of the technical background and cultural
background of this category of players. In such cases, before formulation of functional
requirements, the focus must be on non-functional requirements and value-related require-
ments. Moreover, functional requirements need special attention too, in terms of usability
and affordability. There are also contexts when development is strongly limited by time
and money. In such cases, the ability to consolidate the database with high quality and
pertinent requirements is crucial for business success. The analyzed literature in the field
of requirements analysis does not provide comprehensive and end-user-centered methods
for formulation of consistent and quasi-complete requirement specifications in the early
stages of the project. User journey tools do not work for disruptive product innovations
that address low-end consumers. Job-to-be-done techniques, one-to-one interviews, or
contextual inquiry are weak for these situations. Experiments we have undertaken with
representatives of end-users from this special category (i.e., non-consumers that could
become low-end consumers) also indicate that the tools and the related processes proposed
in the literature are too abstract for them and far away from their cultural background;
thus, generating a big obstacle in involving them in the co-creation and formulation of
quality requirement specifications, and further in analyzing their quality (i.e., consistency
and completeness).

These conclusions motivated us to propose a new method for designing requirement-
specifications for disruptive engineering solutions. The method must embed the capacity
to do this job in a more natural way than those dedicated to specialists, to conduct it more
flexibly (by tackling the system from any point and from several points at the same time
if this is necessary), and to ensure that every iteration generates consistent and complete
requirements in the predefined scope. The next section of this paper introduces this new
method. It is preceded by the framework used to design the method.

3. Methodology

To formulate a method that better covers aspects of consistency and completeness
in requirements analysis we consider several steps, which are further described in this
section of the paper. The first step underlines the guiding criteria for conceptualizing the
method. The second step visualizes the relationships between the guiding criteria in order
to frame the scope of the investigation. The investigation is performed in the third step,
by highlighting the contradictions between the guiding principles and finding the proper
paths to fix these contradictions. To tackle this issue, we use the TRIZ framework [50],
more specifically the so-called TRIZ contraction matrix [50]. This matrix indicates for each
contraction a set of inventive principles. These inventive principles must be seen as core
characteristics that the new method must embed in order to ensure that consistency and
completeness will be properly covered. In other words, the first three steps deploy the
performance criteria that the method must fulfill into appropriate technical characteristics.
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The fourth step of the methodology involves a creative process to deploy the inventive prin-
ciples (the technical characteristics) into modules and interfaces (links) between modules,
that all together define the new method for requirement analysis in terms of completeness
and consistency.

3.1. Framework for Designing the New Method

The new method is going to be designed in the scope delimited by the following
grounding principles: (a) to not hinder the use of any other tool in the process of require-
ment formulation (e.g., user journey, contextual inquiry, brainstorming, mind-mapping,
job-to-be-done, interviews, customer tables, persona tables, etc.); (b) to not restrict any
roadmap used for requirement formulation; (c) to be operable at any stage of requirement
formulation, by moving backward and forward from that stage to cover the missing areas.

In terms of performance characteristics, the new method must be aligned to the fol-
lowing criteria: (a) natural use (e.g., accessible to operators with little background in the
application domain); (b) capable of covering all angles that characterize consistency and
completeness; (c) easy to implement in software tools for better documentation, more effi-
cient use and facile operation in a collaborative distributed environment (both synchronous
and asynchronous); and (d) flexible in terms of tackling a subject (an agile path, not a rigid
one). Figure 1 illustrates the scope that frames the new method.

Figure 1. Framework for designing the new method.

To tackle the framework from Figure 1 in a structured and inventive manner, the TRIZ
contradiction matrix was considered [50] (note: the TRIZ theory of inventive problem
solving). This tool converts the performance vectors from Figure 1 into generic design
parameters to make them suitable for application in the matrix of contradiction (a table
that indicates a list of generic inventive principles for every contradiction in the design
scope [50]). “Flexibility” is associated with “shape” (#12 in the TRIZ list of design param-
eters), “versatility” is associated with “easiness to realize the system” (#32 in the TRIZ
list), “consistency” is associated with “quantity of substance” (#26 in the TRIZ list), and
“completeness” is associated with “accuracy to run the system” (#29 in the TRIZ list).

“Comprehensiveness” is associated with “volume covered by the dynamic elements”
(#7 in the TRIZ list), “naturalness” is associated with “convenience in use” (#33 in the TRIZ
list), “diagrammatic” is associated with “clarity of the flow” (#18 in the TRIZ list), and
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“agility” is associated with “adaptability of the system” (#35 in the TRIZ list). “Convenience
in use” should not lead to “loss of information” (#24 in the TRIZ list). “Adaptability of the
system” should not generate “effort to activate dynamic elements” (#19 in the TRIZ list).
“Volume covered by the dynamic elements” should not increase the “time to execute the
system” (#9 in the TRIZ list), and “clarity of flow” should not lead to higher “complexity of
the tool” (#36 in the TRIZ list).

With this information and the symbolic representation of the system from Figure 1, it is
possible to formulate the scope of contradictions. This thing is extremely important because
solving the scope of contradiction in an inventive way of facilitating the foundation of a
proper method for the purpose expressed in this research. Table 2 indicates the inventive
principles associated with various conflicting problems from the design scope illustrated in
Figure 1. They have been extracted from the TRIZ contradiction matrix at the intersection
of the design parameters [50].

Table 2. Inventive principles for designing the new method.

Conflict Inventive Principles

Boundary properties

#12 versus #26
#22 Remove a harmful factor by combining it with another harmful factor
#36 Use the effects that are generated during the transition phase

#12 versus #29
#32 Use “additives” to see systems or processes that are difficult to see
#30 Isolate the system from its outside environment using flexible “layers”

#32 versus #26
#23 Introduce feedback
#24 Mediator (use an intermediary system to do an action)
#1 Increase the degree of the system’s segmentation

#32 versus #29 There is no TRIZ inventive principle. This special case must be treated by considering other approaches. We have considered
the SAVE method [51], which indicates consideration of principle #18 “resonance frequency”.

Inner properties

#33 versus #24

#22 Remove a harmful factor by combining it with another harmful factor
#4 Replace a symmetrical system with an asymmetrical system
#10 Arrange/place parts of the system in advance in such a way that they can go immediately into action when required and
they do this from the most convenient position

#35 versus #19
#19 Replace a continuous action with a periodic action (an impulse)
#13 Instead taking an action that is dictated by the specifications of the problem, implement an opposite action
#29 Replace rigid parts of the system with reconfigurable modules that can change their “volume” or “shape”

#7 versus #9

#29 Replace rigid parts of the system with reconfigurable modules that can change their “volume” or “shape”
#4 Replace a symmetrical system with an asymmetrical system
#38 Do the transition from a certain level of motivation to the next higher level by enriching the system with external
“motivators”

#18 versus #36
#6 Make the system perform multiple different functions; therefore, there is no need for other elements
#32 Use “additives” to see systems or processes that are difficult to see
#13 Instead taking an action that is dictated by the specifications of the problem, implement an opposite action

The inventive principles from Table 2 indicate a set of core technical characteristics of
the method (the system) we have to design in order to embed consistency and completeness
in the requirement analysis: more segmentation of the system (more modules), asymmetry
(heterogenous modules, not necessarily of the same weight), capacity to combine harmful
factors and generate useful effects, feedback loops, modules in resonance, system capable of
more functions, capacity to reconfigure, interface layer with the outside world, etc. A close
analysis of the inventive principles from Table 2 reveals properties of living systems [52].
This means that living systems have the capacity to embed consistency and completeness.
This observation motivated us to dig deeper to see if the model of living systems could
be a source of inspiration (by mimicry) to design the method for requirement analysis in
terms of consistency and completeness. We observed that the theory of living systems
has been also used for functional modelling in engineering design [53]. This finding was
an additional motivator for basing the design of the new method on the living systems’
model. Table 3 summarizes the subsystems of a living system, and Table 4 highlights
its characteristics. They have been extracted from [52–54]. A living system comprises 19
interconnected subsystems and 9 characteristics. The architectural interconnectivity of the
subsystems and the specificity of each subsystem is determined to collect and transform the
matter, energy, and information from outputs that make the system adapt and survive in
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the living environment. If some subsystems are missed, the system is incomplete. If some
connections are missed, the system is not consistent. Therefore, analyzing requirements
with a tool that replicates a living system is more effective, because such a tool intrinsically
looks for consistency and completeness.

Table 3. Subsystems of a living system.

Critical Subsystem Description Types of Processing Correspondent Principles
from Table 2

Reproducer The subsystem that may give rise to
other similar systems

Matter–energy–
information #10, #29, #6, #4

Boundary

The subsystem which clearly defines
the boundaries with other systems,
which holds together the internal
elements, which protects the internal
elements from external stress, which
excludes or allows the entry of various
forms of matter–energy and
information

Matter–energy–
information #30

Ingestor
The subsystem that brings
matter–energy into the system from the
external environment

Matter–energy #38

Distributor

The subsystem that connects the
components and the system to the
outside through input and output
chains

Matter–energy #10, #19, #32

Converter
The subsystem that converts inputs
into useful forms for special processes
in the system

Matter–energy #22, #10, #19

Producer

The subsystem that forms stable
associations for longer periods ahead
of various matter and energy inputs or
outputs of the converter, the results
being synthesized for future useful
functions (replacement of elements,
repair of components, supply of energy
to the supersystem, etc.)

Matter–energy #6

Repository
The subsystem that retains in the
system, for different periods of time,
various forms of matter and energy

Matter–energy #4, #10, #29

Extruder
Subsystem that transmits matter and
energy outside the system in the form
of products or waste

Matter–energy #22, #19, #13, #18, #36

Motor (Engine)

The subsystem that moves the system
and its parts in relation to the other
parts or in relation to the external
environment

Matter–energy #6, #19, #24

Supporter

Subsystem that maintains adequate
spatial relationships between
components, allowing them to interact
without pressing on each other

Matter–energy #32, #22, #10

Input transducer

The subsystem capable of measuring
the information entered into the
system, to change it into another form
of matter–energy compatible with the
internal transmission mechanism

Information #32, #30

Internal transducer

The subsystem which perceives the
receivers from all components of the
system, marks the alterations and
changes them into other forms of
matter–energy compatible with the
internal transmission mechanism

Information #32

Channel and net

Subsystem that directs component
information through a well–defined
channel or through several
interconnected channels

Information #1

Decoder

Subsystem that alters the information
code transmitted from input translators
to a private code, understood only
within the system

Information #18

Associator

The subsystem that transmits to the
system the first lessons of the learning
process to create new (perpetual)
associations in order to improve the
system

Information #36, #24, #13

Memory

Subsystem that transmits lessons from
the second stage of the learning process
to the system and stores useful
information for various periods of time

Information #10
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Table 3. Cont.

Critical Subsystem Description Types of Processing Correspondent Principles
from Table 2

Decider

Executive subsystem, which receives
information (inputs) from all
subsystems and transmits appropriate
information (outputs) to them to
control the entire system

Information #13, #24, #23, #18

Encoder

Subsystem that alters the input
information code into forms of
information that can be processed by
subsystems by decoding the “private”
code into “public” code that can be
interpreted by other systems and the
external environment

Information #36, #30, #24

Output transducer

Subsystem that posts system
information markers or transforms
system information into forms of
matter–energy that can be transmitted
through channels in the external
environment

Information #30, #40, #19, #13, #38

Table 4. Characteristics of a living system.

Characteristic Description Correspondent Principles from
Table 2

Space–time symbiosis
A healthy living system has a balanced state in
space and time; any disequilibrium provokes
illness(es)

#29, #4

Matter–energy symbiosis

The right amount of matter and energy keeps the
system balanced; too much or too little of
matter-energy leads to problems
(“starvation”/“obesity”)

#6

Adequate information
Improper information, lack of information, or
noise causes inadequate changes in system
behavior

#32

Complete links Missing of links leads to underperformance or
blockages in the system #1, #18

Open system

To survive changes in the outer environment,
living systems must be open and exchange
information and other elements with other
systems

#30

Supersystem (external) A living system models and evolves to survive in
the environment generated by the supersystem #38

Feedback loop

Living systems incorporate positive loops for
evolutionary changes and negative loops to
regulate deviations from a reference in a stable
state

#23

Cost and efficiency
A strong system is the one which achieves or
maintains a level of performance with low
consumption of resources (of any kind)

#22, #36, #24, #19, #29

Open system

To survive changes in the outer environment,
living systems must be open and exchange
information and other elements with other
systems

#6, #13

An important remark from the analysis of information in Tables 3 and 4 is that consistency
of requirements is reflected by the subsystems of a living system (see Table 3), whereas the
completeness of requirements is reflected by the characteristics of a living system (see Table 4).
The beauty of associating our problem with a living system stands in the fact that a living
system cannot survive if it is inconsistent and incomplete in relation to the context (the
external environment for which it was designed), or survives only with external support.
Thus, by using the model of living systems, there are positive premises for tackling the
problem of requirements formulation properly.

3.2. The Method for Requirements Analysis

The results from Section 3.1 indicate that a proper foundation of requirements requires
28 checkpoints. Application of the TRIZ method on the challenge “try to reduce the size
of the issues” without “losing information” leads to the result that there is no guiding
principle to tackle the problem in an inventive way. At its limits, TRIZ indicates that if
there is no time to cover all the issues, it is important to do as much as possible. However,
this compromise is not the solution. The alternative indicated by TRIZ with respect to
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the above-mentioned challenge is “elastic construction”. This can be translated into the
following recommendation: define a complete framework for requirement definition and
analysis and be elastic (flexible) in the amount of content that describes each issue.

We took the subsystems from Table 3 and organized them with respect to the character-
istics from Table 4, as well as the indications from the above paragraph, to build up the new
method. The goal was to generate a method that brings both end-users (non-expert users)
and expert-users together to co-create (co-analyze) requirements. From this perspective,
we consider that traditional approaches from system engineering are less effective because
they are mainly designed by experts for experts. The canvas of the method was designed
by interacting with both non-expert users and expert-users in the context of the project
acknowledged at the end of this paper. The result is illustrated in Figure 2.

Figure 2. Requirement definition and analysis canvas (RDFC).
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The feedback collected from the focus group involved in testing the method within the
framework of the project acknowledged in this paper includes the following main aspects:
(a) the canvas is comprehensive and does not allow one to omit important aspects in the
requirement analysis; (b) the canvas has a logical flow; (c) the analogy with the building
blocks of a living system offers to non-expert end-users the possibility to better understand
the process, and to articulate their perspective on the problem under investigation. The
canvas from Figure 2 (called RDFC) transposes subsystems and characteristics of a living
system into a logical flow for the definition and analysis of requirement specifications; it
indicates the links and the building blocks, as well as the order for tackling the process.
Nevertheless, each block can be approached at any time and simultaneously with other
blocks. The process is dynamic and follows an iterative (spiral) path. Schematic repre-
sentation allows implementation into a software application and permits the construction
of connections between the pool of requirements. More requirements can be also ap-
proached in a concurrent (simultaneous) manner. New requirements could emerge during
the construction of any given requirement, too. Missing aspects can be easily identified.

3.3. Roadmap for Method Application

As the method proposed in this paper associates the system that is going to be designed
with a living system, it is possible to break down the system in any way, and to tackle
each module of the set generated by the breakdown process as a whole system. In a living
system every module (note: interfaces are also modules), from the cell to the whole body,
is both consistent and complete. Moreover, this association visualizes a requirement as
a useful, complete, and consistent unit of the system. A living system does not embed
useless units, and without external harmful actions, its body is, by nature, consistent and
complete. Thus, any requirement is an organic building block of an appropriate element
from the system.

Step 1: The first step of the roadmap is to declare the scope of the problem, or in other
words, the part of the system you intend to focus on. We suggest basing the scope on the
vision that describes the module for which you are going to define requirements. Vision is a
visual description of the module, both internal and in relation to the external environment.
Vision has the quality of indicating what generic units are included in the analyzed module
and how they are interlinked. This leads to the creation of a starting map of units, links,
constraints, and conflicts. By tackling each component from the angle of a living system, we
can build up the list of requirements and even identify along the road missing units, links,
constraints, or conflicts. The scope of the investigating space also reveals the stakeholders
(note: from a practical point of view, the relevant stakeholders), the needs, goals, and
objectives associated with the analyzed module of the system. Business rules define what
“100% complete” represents for any module. Additionally, applicable design regulations
and standards, as well as external issues, such as higher-level requirements, other systems,
budget, schedule, or technology must be associated with the scope. They can articulate
drivers and constraints, which are the key elements for visualizing the context.

Step 2: The second step is to create within the scope and context the pool of scenarios,
use-case, and operational concepts (all considered second-level outputs) with the involve-
ment of representatives from all relevant stakeholders. All stages of the system’s lifecycle
must be considered in this respect. Both nominal and off-nominal cases must be consid-
ered. A relationship matrix between inputs (i.e., the outputs from Step 1) and second-level
outputs can visualize the “pertinent” completeness. This is met when there is at least one
strong connection along each row and along each column within the relationship matrix.

Step 3: The third step is to define the interfaces between the considered module and
the outside “world”. This is a condition imposed also by the characteristics of living
systems (see Table 4).

Step 4: The fourth step is to apply the new method to construct the module’s re-
quirements. Because we operate with the concept of living systems in mind, there is no
constraint from which to start this construction. In fact, it can be started simultaneously
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from different points. Using the method one can see at any moment the level of maturity
in defining requirements with respect to each unit—the missing points. At this step, it is
useful to consider all categories of requirements (i.e., functional requirements; performance
(non-functional) requirements; operational requirements (all requirements dealing with
how your system interacts with the outside world (external interfaces); x-ilities (including
quality, safety, security); physical attributes of the system; and design and construction
standards). In principle, following the set of subsystems and characteristics of a living
system (see Tables 3 and 4), all these categories of requirements are implicitly captured.
The beauty of this approach is that we can involve end-users in the co-creation process in a
natural way because they can reflect from different angles on requirements, by associating
the problem with a living system (which is quite familiar to any person, thus working on
the problem without forcing their cultural mindset).

Step 5: The next step is to solve potential conflicts between the units of the analyzed
module of the system. As every unit from the module fights for its growth and survival,
possible conflicts might occur at the interfaces between units. This is to some degree natural
but by tackling the interfaces relative to the subsystems and characteristics (Tables 3 and 4),
most of the conflicts can be solved by calibrating the relationships between units, as well
as between the module of the whole system. Those conflicts that cannot be solved in a
natural way indicate an error in the concept of the system. Therefore, the logical path is to
see where the concept is unbalanced or weak and to fix the problem. Sometimes, context
is a generator of conflicts. To tackle this category of conflicts, this paper proposes to use
methods for structured innovation, such as TRIZ [50], SAVE [51], or others.

Step 6: The last step is related to risk analysis. We have to accept that the process
of requirements definition is framed by complexity (e.g., high entropy, nonlinearity, etc.),
fuzziness (e.g., low visibility of the final solution in the early stages), and creative and
intellectual effort (which depends a lot on the intellectual background of the team). There-
fore, this step allows disclosing of nominal situations. These can be addressed in terms of
additional requirements that facilitate the construction of a more robust system. There are
more methods to tackle risks, but in this paper, we propose a simple approach to deal with
risks. It comes from the AFD method [55] (note: AFD—anticipatory failure determination)
and simply requires applying the principle “break out the gained accessory to the proposed
solution” in order to identify weaknesses and omissions in the map. This is also aligned
with the natural way of thinking because people are great at finding a weakness in a system
if they are asked to find ways to destroy the system.

The next section of the paper illustrates the application of the proposed method in the
case of a disruptive cybersecurity solution that addresses non-consumer (to transform them
into consumers) and low-consumer markets (micro-enterprises from any economic area,
from services to production). Examples of such small businesses are boutiques, accounting
offices, engineering offices, consulting services, etc., as well as any kind of start-up.

4. Case Study

In this case study, we will not consider the whole spectrum of activities related to
the roadmap presented in Section 3.3. The focus is only on illustrating the method in the
fourth step of the roadmap from Section 3.3. However, to put the method in context, we
have to indicate some information from step 1 of the roadmap—specifically, the scope of
the problem. In this respect, we will illustrate from this step of the roadmap the value
proposition, the vision, and the starting map (in the form of a mind-map) for the disruptive
solution that was generated over several meeting sessions with end-users from the target
group. From the vision will be extracted one need for exemplification, on which the method
will be applied to illustrate the mode of application and its value. The method was used
for the project acknowledged at the end of this paper. In its application, both experts from
software companies and end-users were involved. This provided the opportunity to test
its effectiveness through practice.
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Value proposition of the disruptive solution: The goal is to create a cybersecurity
toolbox and related services to equip small businesses with the necessary means to defend
themselves against cyber threats: (a) assess their vulnerability on cyberattacks; (b) educate
employees; (c) monitor and be alert of the risks; (d) protect against cyber threats. The
solution will be designed for easy and intuitive use. It will also offer close assistance from
a dedicated network of experts, called “Digital Security Defenders”.

Vision: To define the vision, a six-boxes canvas is proposed in this paper. It cov-
ers the following issues: (a) who (the target group); (b) what (need and opportunity);
(c) what (product-service system and main functions); (d) why (value and benefits);
(e) what else/even if (alternatives in the market); (f) on what (primary differentiation(s)).
Figure 3 illustrates the vision in the form of a six-box canvas.

Figure 3. Initial vision for the disruptive solution (called here for convenience cyber-GEIGER).

Deliberately, Figure 3 does not include the whole set of main functions generated in
the exercises with end-users, both from intellectual property considerations and because
it is less relevant for the purpose of this paper. The last piece of information which is
required by Step 1 of the roadmap from Section 3.3 is the mind-map that indicates units,
links, constraints, and conflicts. For the purpose of this paper, from the mind-map only
a section is selected for illustration—the one that includes the selected need for method
exemplification. Figure 4 shows this section of the mind-map. The text in Figure 4 is
the one produced by a mixed team of end-users and technical specialists. This approach
facilitates communication and cultural exchange, as well as guidance for end-users and
compensation in areas where end-users have no idea what and how the solution should
look like. It is important to perform an analysis on the text because it reflects the cultural
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perspective and understanding of the end-users of the application domain (at least, from
the eyes of their representatives that have participated in the discovery workshops).

Figure 4. A section from the mind-map process.

The red lines from Figure 4 indicate tensions between some areas of the generic
solution. These will have to be tackled in Step 5 of the roadmap in a manner that solves
conflicts in an inventive way. This issue is outside the scope of this paper.

From the map presented in Figure 4, the need to “avoid doing wrong steps” from
the area “level of protection” is selected for exemplifying the application of the method
proposed in Figure 2. This need is quite obvious for end-users that have no previous
experience of operating tools for cybersecurity assessment. The results of applying the
method to this need are illustrated in Figure 5.

The diagram from Figure 5 indicates which stakeholders have contributed to the
content in each box. There are boxes where the main contributors were the end-users,
others where both end-users and experts have been contributors, and boxes where experts
contributed. The picture clearly shows the strong co-creation process in requirement
definition and analysis. It also highlights the varying work. Thus, outputs from various
boxes defined by experts are inputs for boxes where end-users and experts collaborate.
If the inputs are insufficient or inappropriate from the viewpoint of the end-users, the
alarm signal is activated, and things can be fixed before being rolled out in later phases.
In the exercise, we involved personnel from 20 stakeholders, which are partners in the
H2020 project acknowledged at the end of the paper. The background of participants
from the end-user side ranges from persons with no IT background to persons with IT
literacy. They belong to micro-enterprises and small businesses from various industries
(i.e., advertising, accounting, B2C services, robotics) and multipliers (i.e., chambers of
commerce, banks, cluster associations, professional associations). The expert-users group
included architects and developers from software companies specialized in cybersecurity
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(i.e., small and mid-size software companies, but also large companies, such as ATOS,
Kaspersky), consulting companies, such as KPMG, and four higher education institutions
from Switzerland, Germany, Holland, and Romania.

Figure 5. RDFC application on the need to “avoid doing wrong steps”.
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Compared with the classical use-case diagrams or boxes, the RDFC framework of the
proposed method is more comprehensive, because preconditions, flows, and postconditions
are better structured and visualized, thus reducing the incidence of human errors and/or
omissions. Moreover, requirements are seen in a new light—wider, “alive”, and more
robust than they are perceived in traditional approaches.

The time allocated to fill the RDFC for the requirement illustrated in Figure 5 was
about one hour. The experts involved in the experiment mentioned that the same quantity
and quality of information might take double or triple the time with the traditional use-case
diagrams and the risk of missing many points might be higher.

With respect to the experience captured from the exercise illustrated in Figure 5, the key
boxes of the RDFC that made the difference (or made the method somehow unique) were
the following: ingestor, extruder, reproducer, decider, converter, encoder, and distributor,
as well as the set of nine boxes associated to the living system’s characteristics (see Table 4).

5. Discussion

Discussions from this section are grouped into two parts: The first part provides
information on the experience with the end-users; The second part comments on the
method with respect to methods from other research.

The completion of the “requirement definition and analysis canvas” (RDFC) by a team
of end-users and technical staff has shown that the logic flow and the topics of the building
blocks of the canvas were quite intuitive for the end-users. They were capable of expressing
their thoughts in a natural way. Various blocks of the canvas (e.g., input transducer, decoder,
decider, etc.) that require a translation of the requirements into engineering specifications
have been completed by the technical staff, but with close interaction with the end-users
for ensuring that things are properly understood. The co-creation process conducted by
RDFC also revealed that windows of new discoveries are opened during the completion
of the canvas. The canvas’s structure forces the collaboration between beneficiaries and
developers in an alternating way. This minimizes the risk of perpetuating nonconformities
and/or misleading points.

In this research, we did not run a systematic comparative analysis of the proposed
method with respect to other methods from the state-of-the-art literature. This was not
considered necessary simply because the request to design a new method was generated by
a real case, enabled by a Horizon 2020 project, where various existent methods have been
investigated in advance in a mixed team constructed from representatives of end-users and
technical specialists. The result of discussions within the mixed team about the opportunity
to select one of the existent methods for the particular case of disruptive products that
address users with no previous experience in the field and with no basic background led
to negative reactions from the end-users because they saw the current methods as too
technical. This is actually true, because existent methods have been designed with experts
in mind as target users. This was in fact the trigger for investigating a new(more friendly)
way of carrying out collaborative work in agile methodologies to design new products.

The quality of the proposed method for adequate coverage of completeness and
consistency in the case of requirement analysis is systematized in Table 5. Issues highlighted
in Table 5 are the questions that describe consistency and completeness.

Table 5 shows in the argumentation column how different blocks of the canvas work
for fulfilling the need for consistent and complete definition and analysis of a given
requirement. The case study highlights in Figure 5 how various stakeholders contribute to
the creation of the content in the canvas. There are blocks where end-users are involved,
blocks where only experts are involved, and blocks where both end-users and experts must
collaborate. It is important to highlight that the outputs of a block are inputs in another
block or other blocks. This relates to the internal “client–supplier” concept within the
canvas, thus supporting the quality of the process, because if some “supplier” blocks do
not deliver adequate outputs this is signaled by other “client” blocks.
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Table 5. Analysis of the proposed method.

Issue Arguments

Is all pertinent information included?

Figures 2 and 5 show the canvas (the general form and the
application for defining a requirement). The 19 blocks and
9 characteristics of the canvas cover all aspects that refer to
a complete system, its interfaces with the external
environment, and its internal links. In the case study from
Figure 5 it is also highlighted the fact that all stakeholders
are involved. By covering all blocks of the canvas, the
pertinent information shall be included in the description of
a requirement.

Which is the significance of the judged requirement? The blocks called “Decoder” and “Converter” are
responsible for this job (see Figure 2)

Which is the measuring unit and on which scale is it
measured?

The block called “Ingestor” is responsible for this issue (see
Figure 2).

How will the measurement process be performed to receive
trustworthy information?

There are several blocks in the canvas responsible for
measurement. They are called “Transducers”. It is
important to highlight that we have several types of
transducers in the canvas, both at the interface with the
outer environment and internal, as well as encoders and
decoders. The “Decider” block is responsible for handling
trustworthy information (see Figure 2).

What is the goal in terms of requirement fulfilment? The block called “Boundary” covers this issue (see
Figure 2).

What must be the minimum level of achievement?

The block called “Output transducer” and the set of
9 blocks that refers to characteristics (bottom side of the
canvas) covers this question (see Figure 2). It also relates
with the “Channel” block and “Motor” block.

How much is going to be achieved in a well-defined time
(nominal value and tolerance)?

The block “Decider”, in relation with “Producer”,
“Supporter”, and “Reproducer” tackle this issue (see
Figure 2).

How is the information about evolution to be recorded? The “Memory” and “Repository” blocks are responsible for
this job (see Figure 2).

What is the level of achievement in other comparable
systems and why?

The “Distributor”, “Associator”, and “Reproducer” blocks
in association with “Ingestor” and “Extruder” blocks are
designed for this purpose (see Figure 2).

6. Conclusions

Requirement design and analysis in the development process of brand new, disruptive
products is a very challenging job. Engineers have to extract as much pertinent information
as possible from end-users and customers (buyers) in the early stage(s) of the project if the
time and budget are rigid. This happens in many cases of research & development projects
that are run by start-ups with public funds or public–private funds, or even with private
funds. Under these circumstances, the agile methodology is subject to the “time and cost
boxing” constraint. This is interpreted in the key dictated by the concurrent engineering
concept, which calls for high quality and comprehensive planning at the start of the project,
when actually very little information is available. This is obvious because the product is
“invisible” at that stage. Thus, the product must be associated with a “substitute” (a virtual
twin) to do the job.

The paradigm of living systems was found in this research as a plausible framework
to build up the substitute, because it is known that a living system (simple or complex)
incorporates both consistency and completeness at each scale. This offers a natural way
to construct a substitute product (built from requirements) starting from simple forms to
complex forms in an organic way. Moreover, the paradigm of the living system is easier
understood by non-technical persons because everyone can associate this with something
already known and experienced. Therefore, the consistent involvement of end-users in
the early stages of the project is much more feasible than when using abstract, technician-
tailored tools. The method introduced in this paper is composed of a canvas that replicates
the subsystems and logical flow of a living system, and a six-step roadmap to integrate
the canvas during the process of requirement analysis. The research question is properly
addressed by this method; a detailed proof is shown in Table 5. By its structure and flow,
the method tackles the research question in a natural way, thus allowing the involvement
of non-IT experts (i.e., end-users) in the co-creation process of requirement definition
and analysis.

The proposed method might be subject to criticism, too. For some people, it might
look too “complete”, with many boxes. The truth is that nobody can skip this job; either
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choose to plan more at the beginning, with the premise of reducing the risk of meeting
nonconformities in the later stages of the project, or leave this job for later phases, with
the risk of running out of time and budget. Additionally, the method might undergo
improvements during its application in more and diverse projects. Until this moment, we
succeeded in proving its effectiveness in one project, which is acknowledged at the end of
the paper. This project involves a consortium of mature software companies, universities,
and beneficiaries (end-users). Both researchers, experts, practitioners, and end-users were
involved, and the final form of the method (as it is presented in this paper) includes the
feedback provided by these stakeholders during its application in the project.

We see no barrier to applying this method for any category of products, from pure
mechanical to electro-mechanical, mechatronic and software, as well as for services, or
combinations of products and services (PSS)—although the single opportunity we’ve had
up until now to investigate its capability was in a software development project, this
method has much more potential for application if it is implemented in a software tool.
This can open new windows of opportunity to refine the method in the sense of handling
the content, making analysis of consistency and completeness automatic, and including
modern algorithms of natural language processing.
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